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Abstract—This paper considers issues relevant for the design and use of haptic technology for assistive devices for individuals who

are blind or visually impaired in some of the major areas of importance: Braille reading, tactile graphics, orientation and mobility. We

show that there is a wealth of behavioral research that is highly applicable to assistive technology design. In a few cases, conclusions

from behavioral experiments have been directly applied to design with positive results. Differences in brain organization and

performance capabilities between individuals who are “early blind” and “late blind” from using the same tactile/haptic accommodations,

such as the use of Braille, suggest the importance of training and assessing these groups individually. Practical restrictions on device

design, such as performance limitations of the technology and cost, raise questions as to which aspects of these restrictions are truly

important to overcome to achieve high performance. In general, this raises the question of what it means to provide functional

equivalence as opposed to sensory equivalence.

Index Terms—Blindness, visually impaired, haptic displays for the visually impaired, assistive technology for the visually impaired
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1 INTRODUCTION

IN developing assistive technology for individuals who
are blind or visually impaired (BVI), among the most

important considerations are the characteristics of the target
population and their interactions with the environment.
Improper consideration of these characteristics has, in part,
resulted in numerous assistive technology research projects
failing to transition to real-world use. In this review of the
application of haptics to this subject, we consider the follow-
ing key elements: the characteristics of the population
and their involvement in the design process; current
understanding of the behavioral research in key areas;
some example insights from behavioral research that were
applied to the design of assistive technology; and some
examples of relevant assistive technology that has been
developed for key tasks. The four task areas which will be
the focus of this paper are: Braille reading, tactile graphics,
orientation and mobility. A paper by O’Modhrain and her
colleagues (in this issue) provides a valuable perspective by
experts in the field who also happen to be BVI.

2 DESIGN

In designing assistive technology for individuals who are
BVI, many different areas of knowledge should be consid-
ered. In this section, we describe issues involving the target
population characteristics in terms of the diversity of the

target population and some basic issues in sensory substitu-
tion.We also describe aspects of the design process particular
to assistive technology: the use of participatory action design
and the importance of testing devices in the real-world.

2.1 Diversity of Population

One of the most important aspects to appreciate in design-
ing assistive technology for individuals who are BVI is the
diversity of the population in terms of medical condition,
experience, opinions, preferences and motivation. Vision
impairments range from low vision through light detection
only to no vision at all [1]. The parts of the eye affected may
also vary; however, this is mainly associated with low vision
and of more importance when considering visual enhance-
ment rather than haptic displays. An individual may also
have other impairments which could affect design decisions.
For example, deaf-blind individuals may also vary in their
degree of hearing, which may result in the need for an exclu-
sively haptic (versus audio-haptic) solution [2]. However, a
frequent cause of blindness is diabetes that can also produce
neuropathy in the peripheral extremities resulting in a lack
of sensitivity in the fingertips and toes [3]. These individuals
may require a solution that, at the very least, requires
the provision of haptic feedback closer to the central core of
the body (e.g., wrist or torso). Finally, individuals may also
have cognitive impairments which, together with issues of
information transmission bandwidth (see Section 2.2), can
have an impact on design decisions.

Individuals may also vary greatly in terms of their expe-
rience, preferences, opinions and motivation. In terms of
visual experience, the population can be categorized into
those who are congenitally or early blind, and those who
are adventitiously or late blind. The primary differentiator
between these two populations is whether the individual
has had visual experience before becoming blind. Potential
key milestones that may lead to later differences are: (1) by
eighteen months, infants have experience with reaching and
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moving in the environment with vision, and (2) at a some-
what later age, they often have experience with visual
graphics (including perspective) and text words [4]. Many
studies in the behavioral literature have shown differences
between these two groups (see Section 3). Neuroimaging
studies (e.g., [5]) suggest that there are differences in brain
organization between these two groups. It is also important
to differentiate these populations from sighted individuals
who are blindfolded, who may have very different perfor-
mance and brain organization.

Other important experiences that can affect the use of
haptic/tactile assistive technology include an individual’s
familiarity with and acceptance of technology, as well as
experience with touch. Regarding the first issue, the target
population is often divided between the elderly and the
young [6] due to the disparity between age groups when it
comes to familiarity with various technologies in general.
For the second issue, those individuals who have experience
exploring with touch may perform better with assistive
technology using touch than those that do not. For example,
neuroimaging studies have shown an expansion in the corti-
cal area representing the reading finger in extensive Braille
users [7]. However, it should be noted in regards to design-
ing assistive technology that only 10 percent of individuals
who are visually impaired are Braille readers [8].

Motivation, preferences and opinions also can have a
great impact on the acceptance of assistive technology by
users and user performance, although their effects have
been less studied than medical condition and experience.
One example of the effect of motivation on performance
was studied in an indoor way finding task [9]. In the task,
participants who were motivated with a monetary incentive
to complete the task as fast as possible performed signifi-
cantly faster than the control group without an increase in
errors. Individual preferences can be designed into pro-
grammable technology through user settings. Providing a
choice is desirable but, as with any good user interface,
should be restricted and have a default setting to avoid
overwhelming the user. It should also not be used as a sub-
stitute for behavioral testing to determine what sensory
parameters can lead to high performance.

Sometimes differences of opinions among individuals
who are BVI may make it difficult for a designer to make
design decisions that accommodate all individuals. For
example, audible pedestrian signs, which provide an audi-
ble tone to indicate it is safe to cross the street, have both
strong advocates and strong opposition [10]. The difference
in opinion seems dependent on whether the audible signage
will be the only information used by individuals to cross the
street or whether they will use the sounds of the cars pres-
ent to make judgments as well. One consistent opinion of
many individuals who are BVI that we have interacted with
in focus groups is that there is a strong reluctance to become
critically dependent on a piece of technology that may be
slow and costly to repair or replace.

2.2 Some Background on Tactile/Haptic Sensory
Substitution

One of the earliest considerations of haptics for sensory sub-
stitution is the pioneering work of Bach-y-Rita and his col-
leagues on reading, picture recognition and mobility [11].

For their system, the user manipulated a television camera
to view objects. A subsampled tactile “image” was then pre-
sented on a 20 � 20 grid of vibrating solenoids spaced
12 mm apart on the back of a dentist’s chair that the user sat
in. Subsequent work has used arrays on the abdomen, back,
thigh, forehead and fingertip, as well as electrotactile dis-
plays [12]. One interesting aspect of their results is that
when the camera system was controlled by the user, users
reported experiencing images in space, rather than on the
skin. This was not reported if the user did not actively con-
trol the camera, suggesting the importance of active explo-
ration in the formation of this attribution. Individuals were
also able to make perceptual judgments using visual means
of interpretation such as perspective, parallax and zooming.
Although this technology did allow well-trained individu-
als to gain a degree of knowledge about simple static scenes,
the dynamic and complex nature of real-world environ-
ments limited its applicability [13].

2.2.1 Tactile (Mechanical)

One issue in using touch as sensory substitution for vision is
the significantly limited spatial resolution of touch (Fig. 1) as
compared to vision due to the low-pass filtering of the cuta-
neous system [14]. The spatial resolution also depends on
the temporal frequency of the stimulation [15] and body site.
On the fingertip, spatial acuity appears best for temporal
sinusoidal stimuli in the frequency bands of 1-3 Hz and 18-
32 Hz, as well as showing a decreasing trend with increasing
frequency over 50 Hz [15]. Spatial acuity is also different for
different body sites. For example, the resolution for non-
vibrating stimuli is approximately 1.0 mm on the fingertips
[16] and 40.0 mm on the back [17]. These numbers can be
compared to visual acuity which is approximately 0.15 mm
when looking at an image from a distance of 0.5 m.

Several studies have also found that the spatial resolu-
tion on the fingertips of individuals who are early blind and
Braille readers is significantly better than that of sighted
individuals (e.g., in [18], 1.04 mm compared to 1.46 mm).
However, evidence suggests that this difference is due to
tactile experience [19] and is eliminated if both groups are
given practice [20].

Another issue is that the field of view (FOV) for vision is
considerably larger than that of touch. Most research has
examined this issue using raised line drawings explored by
the fingers (see Fig. 2, on left) and found that the FOV does
not really extend beyond a single finger (e.g., [21]). A

Fig. 1. The Braille characters are visually blurred (as seen below each
character) to a degree that produces the same level of recognition as for
touch (from [14]).
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modest improvement in performance was found when
five fingers were used, although this may have been due
to reasons other than an increased perceptual FOV [22].
In addition, the FOV may increase when material proper-
ties are involved (see Section 4.1). The importance of the
size of the FOV is that it eases top-down processing by
providing spatial context, which can greatly aid in per-
ceptual organization and object recognition. For touch,
with diagrams larger than a single finger, information
must be pieced together serially and retained in memory
(which is both memory intensive and time consuming) to
allow top-down processing.

Although we are not aware of any studies examining the
FOV of other body sites, the back and the abdomen have
generally been treated successfully as continuous surfaces.
However, as the spatial resolution is more limited on these
body sites than on the fingers, the larger FOV does not
imply that a larger amount of spatial information can be
conveyed on these sites compared to the fingers.

Other important considerations for sensory substitution
are behavioral similarities and differences between the
visual and haptic sensory systems (see Section 3), as well as
consideration of the neuroplasticity of the brain.

2.2.2 Electrotactile

Electrotactile displays are a possible alternative to haptic
displays providing mechanical stimulation. The intention of
these displays is to stimulate the nerve fibers of the mecha-
noreceptors directly. Their advantage is that they are signifi-
cantly more compact, easier to fabricate and have lower
power consumption. However, the haptic sensations gener-
ated have not been studied as thoroughly as mechanical
stimulation. The sensations produced have been described
by subjects as feeling a vibration, light buzzing or pulsing,
although with a “slightly electrical nature” [23]. One poten-
tial limitation of electrotactile stimulation is that it is difficult
to stimulate the deeper receptors (the Pacinian Corpuscles)
that produce the response of the tactile system at higher fre-
quencies [24]. In addition, changes in perception can occur
due to variations in electrical impedance of the skin and sub-
cutaneous tissue over time, such as through sweating.

As with the spatial acuity of mechanical stimulation, the
acuity of electrical stimulation applied to the surface of the
skin is expected to be affected by both neural properties and
properties of the skin and subcutaneous tissue. Research
results suggest that the spatial acuity of the tactile system to
electrical stimulation is in the range of 5-10 mm on the back,
compared to 40.0 mm for mechanical stimulation [25]. On

the tongue, spatial discrimination of electrical stimulation is
in the range of 1.6–2.7 mm [26] as compared to 0.5 mm for
mechanical stimulation [16]. However, the spatial discrimi-
nation methods used on the tongue were different for the
different stimulation types and it is possible that the acuity
may be more comparable between the two. No studies have
examined the FOV, although we would expect the FOV to
be the same for the two types of stimulation.

Although our focus in Section 5, describing current hap-
tic assistive technology for individuals who are BVI, is on
systems providing mechanical stimulation, assistive tech-
nology displays have been developed that provide electrical
stimulation to the fingertip, back, abdomen, tongue and
forehead (e.g., [27], [28]). The search for the optimal target
location on the human body for electrotactile stimuli to
achieve sensory replacement has led to a seemingly unlikely
destination—the tongue. The advantage of using the tongue
is that it is an environment relatively constant and low in
electrical impedance due to its thin cutaneous layer and
continuous saliva bath [29].

Bach-y-Rita and his colleagues, in their pioneering work,
also investigated the use of electrotactile displays. One of
the first assistive technology systems they developed
employed a 12 � 12 Cartesian grid of electrodes on the
tongue with 2.34 mm center to center spacing to display
images acquired by a head-mounted camera [28]. The sys-
tem is currently being commercialized as the BrainPort by
Wicab, Inc. (Middleton, WI). The BrainPort V100 has a 400-
element electrode array that connects to a pair of glasses that
also supports a small camera. The grayscale images from the
camera are mapped onto the display and are rendered such
that white pixels result in higher levels of electrotactile
stimulation while black results in no stimulation [30].

2.3 Participatory Action Design

User centered design practices are now quite commonplace
in the development of products. The process includes:
determination of users’ needs through focus groups, eth-
nography studies, preference surveys, attribute experiments
and other data gathering methods [31]; the consideration of
universal design issues [32]; and usability of prototypes and
the final product (e.g., [33], [34]). Participatory Action
Design takes user centered design a step further by involv-
ing stakeholders throughout the design process [35]. This
may include users, care providers, and other stakeholder
participation in activities such as storyboarding, low tech-
nology prototyping and real-world testing of end products.

2.4 Real-World versus Laboratory Testing

Assessing the performance of assistive technology in real-
world environments rather than in isolated laboratory test-
ing is also an important step towards the successful devel-
opment of usable technology. One reason is that real world
environments (such as navigating busy streets) are expected
to be noisier and more distracting than laboratory environ-
ments. Alternately technology, such as headphones cover-
ing the ears, may provide undesirable isolation in a real
world environment affecting safety or social interaction.

Additionally, multiple tasks often need to be performed
at the same time in the real world. For example going from

Fig. 2. On the left is a typical raised line drawing. On the right is a typical
hand-made drawing (from [48]).
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one location to another can involve both obstacle avoidance
and navigation technology. This creates two potential differ-
ences from laboratory testing. First, there are less attentional
resources available than when considering one of these tasks
in isolation in the laboratory. Second, multiple devices may
need to be carried and used at the same time for the different
tasks in addition to items for day-to-day use such as brief-
cases, knapsacks or shopping bags. Even in an office environ-
ment, a user may need to switch between the use of Braille
and tactile graphics frequently, influencing the design of both.

Finally, wearable technology which cannot easily be
removed or turned off by the user may be tolerable in short
term test environments but not as much in everyday envi-
ronments. This is in contrast to non-wearable visual or hap-
tic technology, where the user knows they can easily look
away/close their eyes or remove their hand from a display
if they do not want to experience the feedback.

3 BEHAVIORAL AND NEUROIMAGING RESEARCH

Behavioral research is very important for the development
of useful assistive devices by objectively describing differ-
ences and similarities between the visual and haptic sys-
tems, which can be used to guide the transformation of
information from one domain to the other. Understanding
differences in perceptual processing between congenitally
blind, late blind and sighted individuals is also important
in addressing the controversial issue of using sighted indi-
viduals for part of the testing and introspection, either
consciously or unconsciously, by sighted designers. Further-
more, neuroimaging research highlights the plasticity of the
somatosensory cortex with training, which is useful to con-
sider in technology use. In addition, it also reveals funda-
mental differences in cortical organization between
congenitally blind, late blind and sighted individuals, partic-
ularly in regards to the use of the visual cortex (e.g., [36]).

This section focuses on haptic behavioral research and
imaging studies related to the four areas of assistive tech-
nology this review paper considers: Braille displays, tactile
graphics displays, orientation and mobility. Here we review
research on the use of Braille, tactile graphics and haptic
locomotor spatial perception by individuals who are BVI. In
addition, we consider the relatively new area of affective
touch and its potential utility to assistive technology design.

3.1 Braille

In Braille, each letter is represented by a configuration of dots
within a 3 � 2 dot cell, with dots spaced approximately
2.3 mm apart [37]. Although by sight each Braille character is
typically distinguished by its explicit dot pattern within a
cell, this is not true for tactual reading (Fig. 1), which is often
described as being perceptually determined by “overall
shape” (or, more specifically, the lower frequency content,
which are the only frequencies retained tactually). Evidence
suggests that Braille’s tactual effectiveness compared to
embossed alphabet letters is due to its greater distinctiveness
between characters within this lower frequency band [38].

3.1.1 Reading Method

Reading Braille can be performed with one or two hands,
scanning from left to right, typically using only the index

finger(s), and with regressions to move the finger(s) over
previously covered material to help disambiguate content
[39]. The use of two hands is known to be superior in speed
to the use of one: the movement pattern typically starts with
the left hand scanning a line, taken over by the right hand,
with the left hand then simultaneously looking for the next
line [40], [41]. There are two possible interpretations of the
hand movements: (1) the left only finds the beginning of the
new line, but does not read it, while the right finishes reading
a line [41], or (2) both hands read text simultaneously [40].
However, Bertelson et al. [40] showed that readingwas faster
the less two hands were on the page together, suggesting the
first interpretation. This distinction is important as there
may be cheap one-handed refreshable Braille solutions that
include an alternate method to find a new line but are unable
to substitute for readingwith two hands simultaneously.

For touch in general, active touch (i.e., the purposeful
exploration of the stimulus) is regarded as superior to pas-
sive touch (where the stimulus is either statically applied or
scanned across the hand). Heller found, at least for na€ıve
sighted participants, that active touch for Braille reading
was significantly superior to passive movement across the
finger, and both were greatly superior to passive static con-
tact [42]. Recent work by Russomanno and his colleagues
(in this issue), with individuals who are BVI, found that
both the proprioceptive information from the hand moving
from character to character and tactile information on slid-
ing contact between the fingertip and Braille character are
important for effective reading.

3.1.2 Neuroimaging Studies

Neuroimaging studies have shown that the neural sub-
strates underlying haptic Braille reading critically differ
between individuals who are early blind and those who are
sighted. For instance, Sadato et al. [43] found that for early
blind subjects proficient in Braille, Braille reading and tactile
discrimination tasks (including reading embossed English
letters) elicit activation in the medial occipital lobe corre-
sponding to the primary visual cortex (V1) as compared to
the rest condition where the subject is relaxed and not con-
ducting any task. However, for sighted subjects, the same
region showed a decrease of activation (relative to the rest
condition) during the tactile discrimination tasks; no Braille
reading was performed presumably because the sighted
did not know Braille.

Further support that the early visual cortex is involved
in Braille reading by the early blind comes from work
with transcranial magnetic stimulation (TMS) applied to
the occipital (visual) cortex while performing reading
tasks [44]. As compared to TMS in the air, TMS on the
occipital cortex increased the error rate in both Braille
identification and embossed Roman letter identification
by early blind subjects but not in embossed Roman letter
identification by sighted subjects. Additional support for
the role of the primary visual cortex comes from the anec-
dote of a proficient Braille reader blind from birth. Upon
sustaining bilateral occipital damage from an ischemic
stroke, she was no longer able to read Braille [45].

There have been few imaging studies comparing Braille
reading with early and late blind individuals. One informa-
tive and relevant study [36] compared cortical activation
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during a tactile discrimination task. They found that the pri-
mary visual cortex increased its activation (from rest) dur-
ing a tactile discrimination task for subjects who lost their
sight before 16 years old, but decreased activation (from
rest) for those who lost their sight after 16 years old. This
suggests that the massive plastic change in the primary
visual cortex occurs when individuals become totally blind
in their young age.

These differences between early, late and sighted indi-
viduals may explain why the early blind outperform the
other groups in terms of their efficiency in Braille reading
[46]. However, it is still unclear whether the absence of early
visual experience alone explains the reorganization of the
visual cortex for Braille reading. It is reported that the repre-
sentation of the reading fingers in the primary somatosen-
sory cortex is enlarged for the early blind as compared to
the other groups (e.g., [47]). By analogy, it is possible that
the experience of extensive tactile learning may explain
such reorganization in the visual cortex as well [7].

3.2 Tactile Graphics

A variety of different methods are used to create physical
tactile graphics, all producing different types of diagrams
[48]. The most commonly used methods are: hand-made
tactile pictures, embossed diagrams, the use of microcap-
sule paper and vacuum forming. Hand-made tactile pic-
tures (Fig. 2, right) that use textured cloth and paper, string,
wood, metals and other materials are the most frequently
used method with young children due to their effectiveness.
Embossed displays can be made by hand or, more typically,
using modified Braille embossers. Modified Braille emboss-
ers “punch” raised dots in thicker, specialized paper, with a
typical resolution of 20 dots per inch. Microcapsule paper is
a specially coated paper that will expand in areas coated
with black ink when exposed to heat. An ink printer is usu-
ally used to print the black image on the paper. An effective
set of textures can be created for microcapsule paper,
although the expansion process may not be uniform in
some cases. Vacuum-forming is used when more than one
copy of a tactile diagram is needed. A built-up master tactile
diagram is formed using a variety of materials. The copies
are formed by heating plastic over the master with a special
machine. The relief amplitude is not restricted to one level
and textures can be created.

All of these methods can be both expensive and time con-
suming, and hence, with the increased use of graphics to
convey information in society, there is a need for effective
refreshable display solutions. However, there are several
limitations with physical tactile diagrams which, if under-
stood, may lead to more effective display solutions.

3.2.1 Raised Line Drawings

Raised line drawings are simple line drawings of objects,
object scenes or graphs for which the lines are raised up
from the background surface (Fig. 2, left). Unfortunately,
the identification of even common objects is very poor
when using raised line drawings, with an average accuracy
between 10-40 percent and a response time up to minutes to
explore a diagram, even with both hands [21]. This is likely
due to the limited field of view of touch (see Section 2.2)

which results in the need for significant serial processing
(which is slow and cognitively demanding) and limits top-
down processing (which aids in disambiguating lines of
shape from perspective and occlusion lines).

However, the above results were obtained with no con-
text for the diagrams. Typically tactile diagrams will come
with titles, labels and, possibly, an associated text para-
graph. In [49], category information was used to provide
context. With this context provided, participants greatly
improved their accuracy and speed of picture identification.
Unfortunately there are also likely to be many cases where
the context is limited and/or difficult to comprehend with-
out familiarity with the material.

There also seems to be differences in performance
between sighted, early blind and late blind individuals
when using tactile graphics. Late blind individuals seem to
perform the best, with sighted and congenitally blind hav-
ing similar average performance [50]. Heller attributed
these results to two factors: (1) the experience of late blind
and sighted individuals with pictures (due to visual expo-
sure) is greater than for early blind individuals; and (2) the
tactile skills of the late and early blind are greater than the
sighted. This is also consistent with results by Lederman
and her colleagues comparing sighted to early blind indi-
viduals [51] as well as more recent work by Heller et al.
[52]. In addition, the latter work showed that individuals
with very low vision performed as well as individuals who
are late blind.

3.2.2 Textured Diagrams

Although, raised line drawings have almost exclusively
been used in studying the perception of tactile graphics, in
practice hand-made drawings using textures, string and
other materials (Fig. 2, right) are strongly preferred due to
their greater effectiveness. Objective comparisons between
using textured and raised line diagrams are considered in
Section 4.1 for hand-made [53] and mechanical display
methods [54].

3.2.3 Increasing Effectiveness

Several researchers have considered different ways to poten-
tially improve performance with raised line diagrams.
Recently, Wijintjes et al. [55] found that recognition of raised
line drawings was modestly improvedwhen picture size was
increased. This is consistent with practices by teachers for the
blind and visually impaired (TVIs) for which areas with small
details are scaled up and presented on a separate sheet of
paper to improve recognition. However, this is usually per-
formed by TVIs when the details are small, in contrast to the
previous study, where it appears that increasing picture size
even when details are perceptible improves performance.
Simplification is also an important process TVIs use tomake a
diagram more accessible. Simplification usually refers to
removing “clutter”, that is to say, unneeded details. Another
important aspect is deciding whether shapes can be simpli-
fied in the diagram for easier interpretation.

3.2.4 Perspective

TVIs who develop tactile diagrams for students will nor-
mally remove perspective from a picture to help with
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comprehension. This removes one difficulty in trying to
interpret whether lines on a drawing are depicting object
shape or some other aspect of the diagram. Frequently indi-
viduals who are BVI will describe objects in 3D (rather than
2D), including drawing a “folded out” version of the object
depicted [48]. However, spatial relationships described by
perspective are an important part of scholastic testing and,
therefore, their effective representation is a significant con-
cern for TVIs and their charges.

Perspective in 2D diagrams is currently very difficult for
individuals who are BVI to understand, which puts them at
a disadvantage relative to their sighted cohort. However,
work by Heller et al. [56] suggests that visual experience, as
argued by others, is not necessary for understanding per-
spective, while exposure to the rules of perspective is. This
suggests that perhaps with a better notation for indicating
perspective that is less easily confused with other aspects of
the diagram and with training, BVI individuals will be able
to improve their comprehension skills for 2D pictures.

3.2.5 Neuroimaging Studies

Several neuroimaging studies have revealed that the haptic
recognition of 3D common objects involves a distributed
network of brain regions beyond the somatosensory cortices
in both blind and sighted individuals (e.g., [57]). Activation
of regions in and around the primary visual cortex is also
frequently observed in individuals who are blind ([57]). In
contrast, to the best of our knowledge, no study has explic-
itly reported the brain network of blind individuals
involved in haptic recognition of 2D raised-line drawing (as
in Fig. 2). Except for the difficulty in tactually perceiving 2D
graphics, we expect that the haptic processing of 2D and 3D
objects involves the same cognitive components such as rep-
resenting spatial properties (e.g., shape and orientation) in
spatial reference frames (see Section 3.3) and retrieving the
associated information frommemory (e.g., name) to identify
it. Therefore, it is reasonable to predict that haptic process-
ing of spatial properties of 2D and 3D objects share common
brain networks. It is still unclear how the involvement of the
primary visual cortex contributes to the performance of
haptic object recognition by individuals who are blind.

3.3 Haptic Locomotor Space Perception

Spatial perception can refer to a wide range of perceptual
activities (e.g., [58]). Here we will focus on activities related
to the important application areas of orientation and mobil-
ity such as described in the review by Long and Giudice
[59]. In addition, although audition plays important roles in
the spatial perception of noise emitting objects out of reach
and in echolocation, it is beyond the scope of this paper.
The focus here will be on haptics only.

3.3.1 Frames of Reference

There are two general frames of reference considered in spa-
tial perception. The first is an egocentric frame of reference,
where objects are referred to with respect to the location of
the self. The second is an allocentric frame of reference,
where the reference frame is external and references objects
directly to one another [59]. In egocentric frameworks, route
descriptions are used which have a sequential organization

and for which relative spatial information is conveyed by
relationships such as “to the left” or “to the right”. In con-
trast, in allocentric frameworks, survey descriptions are
used which are often hierarchical and for which objects are
related in terms of “north”, “south”, “east” or “west” [60].

In sighted individuals, tactile stimuli in the environment
are perceived in an egocentric frame and are usually then
remapped into an allocentric frame through the modulation
of visual inputs. As this mapping also appears to be per-
formed to a comparable degree by individuals who are late
blind, the requirement seems to be one of previous exposure
to vision rather than currently possessing vision. Individu-
als who are congenitally blind do not have this exposure
and are more likely to use proximal, egocentric information
(e.g., [61]). Consequentially, they are likely to represent
information about a path in route-like rather than survey-
like form [62].

3.3.2 Performance

The ability to maintain a stable body reference in egocentric
tasks benefits performance in small spaces where objects
are within reach (i.e., manual tasks) [63]. For locomotor
space, when examining simple, primarily egocentric tasks
such as simple distance and angle estimation, retracing a
route, angle completion, finding the closest point of interest
(POI) to the home position and pointing from the home
position to a POI in a relatively small and open environment
(i.e., a room or a parking lot), similar performance seems
to occur for early blind, late blind and blindfolded sighted
participants [64], [63].

When considering more allocentric related tasks, more
varied results have been obtained, although in general indi-
viduals who were early blind appeared to have more diffi-
culty than those who were late blind or sighted and
blindfolded. Individuals who were late blind actually
appeared to do better than the two other groups on a task
imagining the closest POI to a non-home position, although
those who were sighted were much faster than the others
[63]. For imagining pointing to a POI from the location, the
condition of blindness did not have an effect on perfor-
mance [64], [65]. However, the performance of participants
who were sighted or late blind greatly improved if they
physically walked to the pointing location [65]. Individuals
who were early blind also performed more poorly and took
longer to do tasks involving new route formation or estimat-
ing straight line distances [66]. Finally, although the mental
spatial relationships of individuals who were congenitally
blind appeared to maintain the metric structure of the real
world, the representation was poorer than that of sighted
individuals [67].

3.3.3 Cognitive Maps

Cognitive maps are mental representations of a spatial lay-
out in a person’s head and which may include distortions,
holes and other exaggerations of the real world [59].
Although individuals who are congenitally blind generally
use an egocentric representation when walking a path, it
appears that using a tactile map can facilitate their develop-
ment of an allocentric cognitive map (Fig. 3, left). This is
supported by the results in [68] which suggest that there is
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no decrease in the metric structure for mental spatial rela-
tionships derived from tactile maps by individuals who are
congenitally blind. This is in contrast to the results men-
tioned in Section 3.3.2 regarding mental spatial relation-
ships derived through locomotion. Using a tactile map to
form an allocentric representation also appears to benefit
from providing instructions to use an allocentric frame of
reference and a physical reference boundary at the edges of
the map [69].

For individuals with low vision, the use of non-geometric
pathway information (Fig. 3, right), such as doors, signs and
lighting, can also improve performance to a degree equiva-
lent to using a map [70].

3.3.4 Neuroimaging Studies

A few neuroimaging studies have examined the brain net-
work that underlies haptic locomotor space perception
([71], [72]). These studies highlight the importance of the
hippocampus and the parahippocampal gyrus in spatial
navigation. For instance, in [71], congenitally blind subjects
performed a virtual navigation task using a feedback device
that translated a visual image of the current, local segment
of a route map into electrotactile array stimulation applied
to the tongue. The brain regions that are critical for visual
space navigation (i.e., the intraparietal sulcus and parahip-
pocampal gyrus) were activated by the recognition of previ-
ously learned routes (relative to “scrambled” routes) in
individuals who were blind. When the same task was per-
formed under full vision by individuals who were sighted,
the activation pattern strongly resembled that obtained
with the individuals who were blind with the feedback
device. This result suggests that the same cortical network
underlies spatial navigation tasks between the blind and
sighted subjects.

Moreover, in [72], blind individuals (both early and late
blind) and blindfolded sighted individuals performed sev-
eral locomotor spatial tasks before undergoing MRI scans.
These tasks were: retracing a learned maze route, pointing
tasks from a given point back to the starting point and the
previous pointing position, and determining which of five
small scale models correspond to a freely explored spatial
layout. Both groups of blind individuals performed better
than the sighted individuals in the maze retracing task and
the model matching task, and comparably to sighted indi-
viduals in the pointing tasks. From the MRI scans, the
researchers also found that the volume of the hippocampus
was greater for individuals who were blind compared to
individuals who were sighted. The volume was also found

to be correlated with performance. However, it should also
be noted that the results for the maze tracking task and the
model matching task are not what we would expect (see
Section 3.3.2) for egocentric and allocentric tasks, respec-
tively. It is possible that these differences from previous
results and the larger hippocampus volume of individuals
who were blind compared to sighted individuals may be
due to significant differences in experience in haptic loco-
motor space perception.

3.4 Affective Touch (Tactile Pleasantness)

When we touch objects, we not only perceive and discrimi-
nate their physical properties such as roughness (discrimi-
native touch), but also experience associated affective
sensations such as pleasantness and unpleasantness (affec-
tive touch). The effect of affective touch experiences with an
assistive technology product may have an impact on the
product’s acceptance. For example, some surfaces, such as
3D printed plastics, are perceived as unpleasant by individu-
als who are BVI and potential users are more reluctant to
explore objects built with this material. Designing surfaces
that increase the experience of pleasantness during contact
could also render users more comfortable when they interact
with products. In addition, the dimension of pleasantness/
unpleasantness could be used as a display parameter. This
may be particularly beneficial for indicating safety warnings
to a user due to the likely correlation between danger and
the emotion of unpleasantness. The expected correlation
could potentially decrease the cognitive processing time of
the user’s response which could be essential for real-time sit-
uations. It is also potentially useful to control the degree of
unpleasantness to indicate different danger/alert levels.

While affective touch has attracted considerable inter-
est among scientists, most of the research to date has
been limited to sighted individuals [73]. We will review it
here. Further research with individuals who are BVI is
important to ascertain any similarities or differences with
sighted individuals.

3.4.1 Object Properties that Produce Pleasantness

and Unpleasantness

One of the fundamental questions regarding affective touch
is how it is related to discriminative touch. This is useful for
the development of assistive technology by determining
how levels of unpleasantness can be created and if unpleas-
antness can be treated as a dimension independent of dis-
criminative dimensions.

The relationship between discriminative and affective
touch has been investigated for material properties such as
temperature [74] and roughness (e.g., [75]). These findings
suggest that the similarity of behavior between discrimina-
tive and affective touch depends on the object property
of interest. For temperature, although the perceived
magnitude of the environmental/object temperature (dis-
criminative touch) is independent of the participant’s body
temperature, perceived pleasantness (affective touch) dif-
fers depending on the body temperature of the participant
[74]. In contrast, perceived roughness and pleasantness/
unpleasantness are highly related except in their relation-
ship to scanning speed [75].

Fig. 3. Left: Example tactile map (with geometric info only). Right: Non-
geometric information shown for current location on the pathway being
explored during virtual exploration (from [70]).
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In general, discriminative touch focuses mainly on stable
external objects and their various properties, whereas affec-
tive touch relates to how physical contact affects the internal
state of the individual’s body [76]. We expect an individual
will use a product more often if it is made of object proper-
ties that the user is willing to explore haptically and if the
product produces combinations of pleasant and unpleasant
stimuli to help the user use it effectively.

3.4.2 The Effect of Body Site

Characteristics of affective touch can differ between the
human hand and other body sites involving hairy skin. This
is an important consideration in assistive technology design
as sites other than the hands are often used. One significant
design consideration is that, unlike the glabrous skin, the
hairy skin uniquely contains unmyelinated afferents that
respond to very low indentation forces and slow velocities
such as by gentle stroking with a soft brush (CT afferents)
[77], [78]. These CT fibers are hypothesized to represent the
neurobiological substrate for the affective and rewarding
properties of touch [73].

A second issue is related to skin structure and mechanics.
The outermost layer of the epidermis is the stratum cor-
neum, which consists of hard keratin that maintains homeo-
stasis within the skin. The stratum corneum is substantially
thicker on the hand than on the forearm, presumably serv-
ing to prevent the hand from being injured during frequent
object contact during tactual perception and manipulation
[79]. These differences may affect the perception of unpleas-
antness at different body sites. The neural and anatomical
differences could be critical points to consider in designs for
assistive technology dependent on the body site to be used.

4 EXAMPLES OF APPLICATION OF DESIGN INSIGHT

FROM BEHAVIORAL RESEARCH

In this section, we show the utility of applying results from
behavioral research to the design of assistive technology. We
describe two examples where the results from behavioral
theory were explicitly applied to assistive technology design
and validated. Further potential design insights and their
applicationwill be considered in the Discussion section.

4.1 Material versus Geometric Information
Processing

Lederman, Klatzky and their colleagues, have argued for
the importance of local material properties (roughness,
compliance, slipperiness, thermal conductivity) and coarse
3D global shape in identifying objects haptically. These
properties can be acquired quickly and efficiently with the
hands using the appropriate haptic exploratory procedures
[80]. Abrupt 3D discontinuities also appear to play an
important role in quickly identifying objects [81]. In con-
trast, obtaining exact shape information requires contour
following which is a slow and memory intensive process.
This suggests that, if a material property is diagnostic of an
object, it may be advantageous to portray it in a haptic dis-
play for fast object recognition.

However, at the present, it is difficult to convey realistic
materials accurately in haptic displays. An alternative,

particularly for 2D graphical displays, is to use dimensions
of material properties to encode information to help over-
come the difficulties of interpreting the traditional raised
line representations (Fig. 4, left). This possibility was exam-
ined by two research groups: one using hand-made paper
displays [53] and the other using a haptic display [54].

Both groups proposed using different “textures” to dis-
tinguish object parts from each other to alleviate confusion
as to which lines belong to each part. The interpretation of a
line can be difficult as some lines are created for perspective
or have been occluded by another part. Methods were also
proposed to indicate basic orientation of parts, another diffi-
culty with interpreting raised line representations. In both
cases, the ability to identify common objects in 2D diagrams
significantly improved with the texturized diagrams as
compared to raised line diagrams.

Another important aspect of material properties was
determined by Lederman and Klatzky through the use of a
search task performed across one or more fingers [83]. In
the task, the participant was required to determine which
finger had a target (e.g., a rough surface) amongst dis-
tracters (e.g., smooth surfaces) applied to the other fingers.
They found that material properties and abrupt discontinu-
ities (e.g., edge – no edge) could be processed in parallel
across fingers at the same time. In contrast, spatially
encoded dimensions such as relative orientation, which are
needed to interpret detailed shape, have to be processed
sequentially by focusing on one finger at a time.

The question arises as to whether parallel processing of
textures can aid in a non-search task requiring the integra-
tion of information, such as identifying objects in a 2D dia-
gram. The results from [54] indicate that increasing the
number of fingers used to explore textured diagrams (Fig. 4,
right) significantly increases the ability of individuals who
are BVI to identify objects in 2D diagrams and decreases the
response time. In contrast, increasing the number of fingers
used to explore raised line diagrams (Fig. 4, left) did not
improve the user’s ability to identify objects or decrease the
response time.

4.2 Distributing Cognitive Load

The bandwidths of both touch and audition are significantly
smaller than that of the visual system they are intended to
replace for assistive technology for individuals who are
BVI. An important question is whether both touch and audi-
tion can be used together to provide more information than
just one system alone.

The motivation for multi-modal presentations to convey
information is that separate working memory processing

Fig. 4. Examples of raised line drawings (on left) versus textured drawing
(on right) used in [82]. On the right, different colors indicate different tem-
poral frequencies.
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resources exist for visual, verbal, spatial, tactile, kinesthetic,
tonal and olfactory information [84]. This model would sug-
gest that to avoid overloading one modality, information
could be split with another modality to increase the through-
put of information and improve performance. However, this
does not occur completely in parallel as, although overall
information capacity increases, individual modal capacity
tends to decline duringmultimodal multitasking [84].

Recent work [85] examined the effect of dividing infor-
mation amongst the haptic and audio modalities on an
audio-tactile graphics display to improve performance (cf.
to using either modality alone). Individuals who were BVI
had to relate two types of diagram properties to each other.
In one type of diagram (geographic diagram) participants
had to identify the states of a country (property 1) where
fruit is grown (property 2). In the second type of diagram
(building map) participants answered questions relating
to the layout of train tracks on the first floor of a station
(property 1) to the layout of stores on the second floor
(property 2). Performance improved significantly when the
two types of diagram properties were represented in
separate modalities rather than the same modality. Users
also found the bimodal method easier to use.

However, the benefit of separating information between
the audio and tactile modalities is likely to depend on
whether the data is along the same dimension or different
dimensions, and how the data needs to be cognitively proc-
essed. In addition, cross-modal interactions are known to
occur in perception that may affect the strategy of using two
different modalities to convey information at the same time
(e.g., cross-modal attention, [86]). One caveat in considering
the body of research on cross-modal interactions is that
recent work suggests that audio-tactile cross-modal interac-
tions may be reduced in individuals who are either early or
late blind as compared to those who are sighted.

5 AREAS OF HAPTIC ASSISTIVE TECHNOLOGY

A variety of different types of tactile/haptic feedback have
been used either alone or combined with audio feedback in
several different areas of assistive technology for individuals
who are BVI. In this article, we will focus primarily on sys-
tems using only tactile/haptic feedback. The application
areas we will consider here, in turn, will be refreshable
Braille, refreshable tactile graphics, orientation andmobility.

For both Braille and tactile graphics, pin type displays
are most commonly considered. These displays can be
based on a variety of technologies including piezoelectrics,
solenoids and motors, smart materials (e.g., shape mem-
ory alloy), electrorheological fluids, and pneumatic and
thermopneumatic actuators; see [88] for a review. Systems
that sense the position of the moving hand and provide
vibrational feedback to the fingers are also increasingly
being considered. Force feedback devices have been con-
sidered for alternate “visualization” techniques, typically
for presenting 3D shape, the physics of interaction in
terms of force/motion relationships and/or data; one
such application for education is given in Murphy and
Darrah (in this issue).

Consideration of haptic devices for orientation and
mobility have typically considered low cost vibrational

feedback [89] through single or multiple eccentric rotating
mass motors or linear resonant actuators mounted on
various areas of the body.

5.1 Braille

It may be tempting, given the small portion of individuals
who are BVI that can read Braille (only 10 percent [8]) and
the prevalence of text to speech technology, to overlook the
importance of providing effective displays for Braille read-
ing. However, it is interesting to note that 90 percent of indi-
viduals who are blind and employed read Braille [90]. Two
possible important issues are that Braille reading: (a) is an
active process and this improves the retention of information
(see Russomanno et al., this issue) and (b) allows individuals
to hear (or overhear) colleagues and superiors to enable
them to actively participate in their work environment.

5.1.1 Technology

Commercial refreshable Braille displays use piezoelectric
technology that has been used for many years. The limita-
tion of this technology is that it is expensive, which limits
the size of the display that can be provided in an affordable
device. Typical displays are 40 to 80 Braille cells long in a
single line (Fig. 5, top left).

It has been argued that the “Holy Grail” of Braille is to
provide full page text to allow navigation through the infor-
mation using similar techniques to vision, such as feeling
for the beginning of paragraphs. Although screen readers
(which convert text on the computer screen to speech) also
provide some comparable strategies if properly annotated
(such as progressing through subsections of a text article),
they rely on the writer to properly format the accessibility
features and reading is unavoidably serial in nature.

Braille printers that can provide full page Braille do exist,
but they are time consuming and expensive to use. The
resulting product is also very bulky and wears with time.
Some of these printers are also able to print graphical con-
tent, but still have the same limitations as those that can
only print Braille.

Fig. 5. Top left, typical commercial Braille display (from [96]); Top right,
microbubble actuator (from [92]; Bottom left, laterotactile display with
pentagraph device (used in Levesque et al. [94]); Bottom right, Braille
cell with graphics tablet (used in Headley et al. [97]).
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More recently, researchers have considered alternate
technology that could plausibly be efficiently produced for
a full page display such as using electroactive polymers
(e.g., [91]), or pneumatic and thermopneumatic actuators
(e.g., Fig. 5, top right, [92]). Another important aspect for
production is the electronics that are needed. Existing line
displays set the Braille pins sequentially and they then
remain static while the user reads them. This makes the
electronics simple and efficient, but too slow for a full page
of Braille. Several groups have developed more effective
electronics to address this issue, such as in [93].

In contrast to most displays, which consider movement
in the normal direction, Levesque et al. [94] created a novel
method of producing the sensation of brushing over a
Braille dot by lateral skin deformation using deflecting pie-
zoelectric benders. This display was used in combination
with a low-friction slider to produce Braille cell rendering
(Fig. 5, bottom left). Unfortunately character recognition
was poor, with an average of 57 percent, but it is possible
that better understanding of the mechanics of Braille read-
ing could lead to improved algorithms.

5.1.2 “Virtual” Braille Displays

An alternative to developing technology to decrease the cost
of Braille cells is to design displays that retain the effective-
ness of larger displays while using fewer cells. In order to
achieve this result, behavioral studies of Braille reading are
important to understand (Section 3.1); although it may be
possible that alternate methods of reading may prove effec-
tive as well. One idea developed by a team at the United
States National Institute of Standards and Technology was
to produce a low cost line display using a drum to continu-
ously slid Braille cells across the finger in a circular queue.
The number of cells needed for their drum was far less than
for a 40-80 cell line display [95]. This method allowed pas-
sive sliding across the finger, which is important for Braille
interpretation, but not active exploration, which is also
important (Section 3.1).

Other designs have focused on providing the ability to
actively explore a virtual pagewith a single (or small number
of) Braille cells, but without the Braille display actually phys-
ically sliding across the finger (Fig. 5, bottom right). Perhaps
the earliest version of this type of design was the Optacon
[98], although it differs from many of the more current devi-
ces in that it used one hand to provide the kinesthetic input
and the other hand for the display. In particular, an optical
device was used in the first hand to explore a physical page
to read print text, while a multi-pin vibrotactile display in
the other hand provided the corresponding Braille feedback.
Some users, after training, were able to use the Optacon very
effectively; however, many users had difficulty. This was
most likely due to the pins being vibrated at 250 Hz—a tem-
poral frequency that has poorer spatial resolution compared
to lower frequencies [15]. The separation of the kinesthetic
from the tactile information between the two hands also
potentially increased the difficulty.

More recent devices ([97], [94]) avoid the problems of the
Optacon by not using high frequency vibrations and by pro-
viding feedback to the exploring hand itself. However, there
is still a potential problem with these devices since there is

no relative motion between the pins and the finger pad as
occurs when reading Braille on paper. The typical method
of rendering the information, which is based on the current
pixel value from the “picture” to be rendered, is problem-
atic for presenting Braille. This is due to the contact of the
pins with the finger pad being very brief and, therefore,
very difficult to interpret. In [94], extending the width of the
dots and providing other enhancements still produced poor
performance. However, in [97], a spatial window on the vir-
tual “picture”, used to maintain a static character on the
Braille display, produced very good performance in reading
letters (97 percent correct). It is not yet known how perfor-
mance using the static characters on the Braille display
changes reading rate compared to traditional methods of
using a finger to slide across a Braille cell.

5.2 Tactile Graphics/Visualization

Traditionally tactile graphics have been made by hand
using material scraps, using thermoform and swell paper
techniques, and on Braille printers that provide higher reso-
lution. One technical modification to these diagrams is to
provide additional speech information through the use of,
for example, a graphics tablet [99] or QR codes [100]. Others
have considered the use of physical, tactile overlays to aid
with extracting information from a touch screen [101]. Two
important advantages of displays that are entirely refresh-
able are that: (1) they do not require the physical creation of
a graphic, which can be slow and expensive, and (2) it is
easy to provide dynamic diagram manipulation software to
facilitate haptic diagram interpretation, which is typically a
slow and difficult process. Two issues that we will consider
in this section are software algorithms for zooming and sim-
plification; both of which have been considered important
for diagram interpretation (see Section 3.2).

5.2.1 Tactile Graphics Displays

Although it is possible to produce a refreshable tactile
graphics display by combining a large number of higher
density “Braille cells”, the cost is prohibitive to most indi-
viduals who are BVI. Most displays for tactile graphics use
a similar concept as the small but mobile tactile displays
used for Braille. In this issue, Brayda and his colleagues
assess the importance of visual experience, gender and emo-
tion in the assessment of an assistive tactile mouse. Systems
with a single contact for each finger have been considered
as well. An interesting possibility for a single finger contac-
tor is the use of the built in vibration of tablet computers
based on the location of a finger on the screen (Fig. 6, left;

Fig. 6. Left, use of tablet computer’s built in vibration; Right, use of force
feedback device (using a Novint Falcon).
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e.g., [102]). Multi-fingered feedback can be used with exter-
nal vibrators [54], whether to multiple fingers on the same
or both hands. Alternate technology is also available for sin-
gle finger feedback by modulating the frictional force [103].

Two important aspects in the design of these mobile dis-
play systems are: accurate position measurement within the
virtual display and a fast response time of the tactile pins/
vibrator(s) to render the spatial information of the picture
accurately. It should be noted that the use of position sensing
technology of regular mice (often considered or used) is not
sufficiently accurate for tactile diagrams for individuals who
are BVI [104], although it may appear adequate with vision.

5.2.2 Tactile Rendering

There has been a lot of work considering tactile rendering in
general through pin type displays and vibrators in the hap-
tics community. Here, we will specifically focus on the
work of those who have considered tactile graphics for indi-
viduals who are BVI. Rendering has typically considered
raising and then lowering pins for edges (for pin displays),
as well as different types of vibrations, spatially created tex-
tures, and/or temporal or spatial modulation of these sig-
nals for points, lines or areas (e.g., [54], [105]). Variations in
the height of pin(s) [106] or other mechanisms [107] have
also been considered to convey information.

One of the difficulties with small moving displays is that
the spatial information is not fine enough to quickly track
lines. Rather than smoothly following a line as with a physi-
cally raised line diagram, individuals typically need to
sweep back and forth across the line to maintain contact
while tracking. One alternative is to provide area rather
than line information when possible (such as for an object’s
part) which does not “disappear” as easily as a line.
Another possibility proposed by Pietrzak and his colleagues
is to use pin array tactons to indicate the direction the user
should move to follow a line [108]. Their group also pro-
posed that pin array tactons could be used to represent
whole diagram elements, such as components of an electric
circuit (battery, resistor, capacitor, junction, wire, etc.).

5.2.3 Zooming

As the spatial acuity for touch is much poorer than for
vision, magnification of parts of a diagram is often needed
if details are to be interpreted effectively. Even if details are
perceptible in the original diagram, performance is signifi-
cantly better with larger pictures [55]. For physical dia-
grams, TVIs will decide which parts of the diagram need
magnification ahead of time and provide a separate dia-
gram for them. Providing zooming for refreshable displays
makes this more flexible and under the control of the user.

Several research groups have applied visual techniques,
such as smooth zooming (albeit with force feedback detents)
[109], and linear or logarithmic step zooming [110], [111]. As
the appropriateness of visual zoom levels is usually judged
by inspection by the user, which can be very tedious with
touch (due to the slowness in exploring diagrams), an alter-
nate technique has been proposed based on object (and sub-
object) hierarchies of a diagram that were traversed with
each zooming level [112]. Comparison of the use of this new
method to linear and logarithmic step zooming techniques

for answering questions about diagrams by individuals
who are BVI found that both the correctness of the answers
and the method’s usability were significantly better for the
new technique.

5.2.4 Dynamic Simplification

In physically created tactile diagrams, simplification by
removing content is a critical part of the process in making
a diagram manageable to read by touch. In addition, com-
plex shapes may be replaced by simple polygons if the
details are not needed. For physical diagrams, TVIs typi-
cally remove all content and details not relevant to a child’s
lesson plan; however, this requires knowing what will be
relevant ahead of time and greatly limits incidental learn-
ing. For working adults, what is relevant is not usually
known a priori.

Refreshable displays provide an opportunity to allow
users to select themselves what content they would like sim-
plified. Two cases where improved performance was found
were: maps with multiple sets of features (e.g., states of a
country, topology, weather, industries, etc.) and maps of
countries which included state and country boundaries
[113]. In the first case, participants who were BVI were asked
questions relating features within two feature sets (e.g.,
“Identify the state with the largest number of coal fields”).
They were then allowed to select what feature sets they
wanted visible on the refreshable display when determining
their answer. In the second case, participants were asked to
identify the shape of the country and the number of states in
it. They could select between using the original diagram or a
diagram made from polygon simplification. In both cases,
the number of correct answers increased significantly.

In contrast, no difference in the number of correct
answers was found in another task where participants who
were BVI were allowed to choose between using a complex
diagram or toggling between the complex diagram and a
simplified diagram [114]. In this study, participants were
asked to find a seat location in a concert hall and were given
either the complex diagram alone, consisting of section
boundaries and seat locations, or both the complex diagram
and a simplified diagram containing only section bound-
aries. The difference in results compared to the previous
study may be due to the questions asked, as not all ques-
tions are expected to benefit from simplification.

5.2.5 Force Feedback Display Methods

Many research groups developing assistive technology to
aid with “visualization” by individuals who are BVI have
considered using force feedback devices (Fig. 6, right),
sometimes including audio feedback as well (for a review
non-specific to individuals who are BVI, see [115]). Some
research groups have used haptic rendering techniques sim-
ilar to those used for sighted individuals for virtual reality
environments (e.g., [116]). Unfortunately, without vision,
the haptic feedback becomes very difficult to use to deter-
mine 3D shape.

Other groups have primarily focused on providing meth-
ods to explore graphs using virtual fixtures to reduce the
difficulty in trying to find a line and follow it. For example,
several groups have created attractive forces to lead a user’s
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hand to a line and then allow the hand free movement
along the data line itself (e.g., [117]). Others have mixed
this technique, or a similar concept of modeling V-shape
grooves for lines, with audio, speech and vibrational feed-
back to assist users (e.g., [118]). This method, in conjunc-
tion with other concepts, seems to improve performance
[118] but further experiments are needed to tease out
which factors contribute most.

5.3 Orientation

For the purposes of this paper, we define orientation as:
“The knowledge of one’s distance and direction relative to
things observed or remembered in one’s surroundings and
the ability to keep track of these spatial relationships as they
change during locomotion” [119]. A haptic orientation aid is
a device that provides kinesthetic and/or tactile feedback
that augments or replaces orientation-related information
typically provided through vision. As described previously
in Section 3.3.1, orientation can be in terms of an egocentric
framework (with respect to oneself) or in an allocentric
framework (external to one’s self). Giudice and Legge [120]
provide a review of some technology developed for orienta-
tion, as well as mobility, although not necessarily using hap-
tic/tactile feedback exclusively.

5.3.1 Waypoint Navigation

Outdoor waypoint navigation capabilities, enabled by ubiq-
uitous access to Global Positioning System (GPS) signals,
have led to a number of developments in mobility support
technologies for individuals who are BVI. GPS does not
work indoors, but many research groups and companies
(large and small) are working on indoor localization tech-
nology systems for mainstream commercial applications, as
well as aids for individuals who are BVI. Auditory feed-
back, in the form of speech, is the most common mechanism
for providing directions from point to point. However, it
does have the disadvantage of potentially obscuring other
important sounds. Tactile feedback accesses an otherwise
underutilized sensory channel and thus its use can poten-
tially reduce cognitive load [121].

A straightforward method of providing tactile informa-
tion for waypoint navigation is the marriage of a GPS
receiver with a Braille display/notetaker [122]. These sys-
tems allow route planning using stored map data and pro-
vide on-the-go directions via Braille. Disadvantages of
using a Braille display as a navigation aid include the fact it
occupies at least one of the user’s hands during operation
and that not all individuals who are BVI can read Braille.
These issues, in part, have generated interest in hands-free
options (which have considered using the torso, back,
tongue, foot and wrist), although some methods being con-
sidered continue to use displays for the fingers and hands.

One simple approach to provide direction via non-Braille
touch is to generate a vibration somewhere on the body if
the user is within a certain tolerance of the correct heading
[123]. A slightly more complicated approach is to alternately
apply tactile feedback at two body locations to indicate to
turn right or left, for example, using actuators on the
shoulders [124] or wrists [125]. The desire for more precise
information has led to the development of torso-worn tactile

belts. For example, Van Erp successfully demonstrated the
use of vibration location to convey direction with an eight
tactor linear array [126].

For torso-worn belts, adding additional feedback posi-
tions on the body to spatially indicate the direction to move
in can enhance the resolution of directional cues. Research
indicates that a 10 degree angular discrimination is achiev-
able [127]. A recent study demonstrated the use of a tactile
belt to provide rotational (orientation) cues in addition to
directional information [128]. In this issue, Flores and his
colleagues compare the use of a vibrotactile belt to audio
guidance in a wayfinding task. The authors found the belt
provided closer path following, but at the cost of reduced
average speed in task completion.

5.3.2 Survey Knowledge

Several researchers have demonstrated the effectiveness of
synthetic speech in conveying the spatial layout of rooms,
hallways, and other building features (e.g., [129]). The same
concept has been applied to GPS-based systems that pro-
vide “look around” text-to-speech rendering of information
on outdoor points of interest such as street intersections,
restaurants, shopping, and entertainment [130]. Such audio-
only systems are practical but only partially meet the defini-
tion of orientation – they lack the elements of relative dis-
tance and direction between objects that are most often
conveyed via a map.

Map exploration offers a direct means of acquiring an
allocentric cognitive representation of spatial layout and
content, which is needed for representing survey knowl-
edge. This type of knowledge (as opposed to route knowl-
edge) appears to be critical for formulating short cuts,
detours, novel routes and recovery from disorientation
[131]. For individuals who are congenitally blind, maps
have been shown to be necessary for acquisition of survey
knowledge, which is not naturally acquired by these indi-
viduals by walking through a space (see Section 3.3.1).

Physical maps have also been combined with electronics
to create a Talking Tactile Tablet [99] in which the maps
become touch-sensitive and render audio content associated
with the region under exploration.

A few groups have considered the creation of refreshable
vibrotactile maps of varying complexity on smartphones
and/or tablets. Poppinga et al. [132] considered simply
turning a vibration on when passing over roads, combined
with speech output naming the road. Klatzky et al. [133]
considered slightly more complicated vibratory effects
that could be generated with the UHL effects by Immer-
sion Corporation, namely two different vibrating lines
and pulsing information points, combined with auditory
effects using a pitch/vertical association. Assessment of
usage with sighted subjects for simple line graphs found
no difference in performance when using the audio alone,
vibrator alone or both together, although users seemed to
have a preference for using the auditory information,
whether alone or combined. An ongoing project involving
Adams and Pawluk considers a wider variety of vibrotac-
tile elements, combined with sonification and speech,
which is being assessed for an indoor navigation task by
individuals who are BVI.
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5.4 Mobility

We define mobility as “The act or ability to move from one’s
present position to one’s desired position in another part of
the environment safely, gracefully, and comfortably” [119].
A haptic mobility aid thus can be defined as a device that
provides kinesthetic and/or tactile feedback to aid in ambu-
lation and avoiding obstacles in a proximal context.

5.4.1 The White Cane

The most ubiquitous haptic mobility aid has been the long
cane, which most people think of as permitting physical
contact with obstacles at an approximate 3 foot range as
well as a visual warning to others to give way [13]. How-
ever, the white cane can provide much more information.
Its effectiveness, ease-of-use, ease-of-replacement/repair
and low cost make it a benchmark for new assistive technol-
ogies. On the most basic level, a cane will be used to system-
atically sweep the environment to detect objects in front of
the user and can be used as a method of trailing parallel to
walls, drop offs, texture changes and seams using physical
contact [134].

A cane can also be used to facilitate echolocation of objects
beyond the reach of the cane (including to the side of a per-
son or overhead), as well as to enable the user to walk paral-
lel to walls without contacting them. Vibrations to the hand
provide essential information about ground surfaces that are
ahead of the person, delineating such things as sidewalk,
grass or driveway. Deaf-blind individuals are encouraged to
use canes that are superior in resonance and tactile feedback
formobility in place of the use of sound [135].

5.4.2 Obstacle Avoidance Systems

Assistive technology for mobility typically uses sonar, laser
or video camera(s) to sense the environment while provid-
ing audio or tactile feedback to the user in combination with
kinesthetic feedback in place of vision. A recent review of
several devices is given in [136]. Historically, auditory cues
have been the preeminent means of feedback in both orien-
tation and mobility aids, due to the substantial information
transfer capacity of the sense of hearing. Unfortunately, the
use of sound necessarily masks subtle auditory cues
employed by individuals who are blind [13]. Haptics thus
provides an alternate channel through which human sen-
sory information can be conveyed.

Haptic aids for obstacle avoidance have existed for at least
50 years. Two of the earliest examples involvedusing anultra-
sonic transducer to detect an object in front of a user [137],
[138]. These devices were intended to be used in conjunction
with awhite cane and/or guide dog. The Travel Path Sounder
[137], worn around the neck, used audio and tactile cues to
provide warnings and a rough indication of distance through
three discrete feedback levels. The Mowat sensor, similar to
the currently available Miniguide (see Fig. 7), is a hand-held
device providing vibratory feedback with a frequency
inversely proportional to the distance to an object [138].

Several groups have proposed using a technology-
enhanced cane to provide information about obstacles. Tac-
tile feedback from these devices consists of a set of from 1 to
16 vibrators on the handle to convey information either to
general points on the hand or to very specific pads of the

finger (e.g., [139]). The feedback provided by these devices
varies from a simple alert to more complex information
about distance and direction of an obstacle. In this issue,
Kim and her colleagues investigate a range of spatial and
temporal feedback patterns for conveying obstacle distance
information using a cane-integrated tactile display. One
commercially available enhanced cane is the UltraCane
[140]. It uses two ultrasonic transducers: one to detect
obstacles in the forward direction, the other to detect over-
hanging objects that would be missed by a traditional cane.
Two vibrotactile buttons in the cane’s handle provide feed-
back on distance to an upcoming obstacle and whether it is
low or high with respect to the user.

Other groups have proposed wearable obstacle avoid-
ance devices that, similar to those for navigation, place
vibration displays on a variety of parts of the body (e.g.,
head, hand, wrist, abdomen, back, waist, etc.) Some of these
devices are reminiscent of the tactile visual substitution sys-
tem of Bach-Y-Rita (see Section 2.2.1). Some require that the
user sweep the environment with a hand held sensor to
detect the obstacles. Others embed their devices into shirts
or vests.

Unlike the other haptic mobility aids mentioned thus far,
which rely on tactile cues, the GuideCane (Fig. 7, right) gen-
erates kinesthetic (force) feedback [141]. The design attaches
a cane to a two-wheeled robot equipped with an array of 10
ultrasonic transducers. When the robot detects an obstacle,
it exercises internal decision logic to steer itself away from
the object (by torqueing the steering assembly). The user
feels the change in direction through the movement of the
attached cane. Once past the obstacle, the GuideCane reac-
quires the original course. A notable disadvantage to this
sophisticated approach is that the blind user becomes a
(passive) follower of the robotic system – potentially imped-
ing spatial learning [120].

Another variation on a haptics-augmented white cane by
Gallo and his colleagues provides both tactile and kines-
thetic feedback [143]. The design employs braking of a spin-
ning inertia mechanism to impart torques that imitate the
impact of the cane with a real object. Three vertically
aligned vibrating motors in the handle convey distance
using the sensory illusion of apparent motion.

Fig. 7. Top left: Vibrotactile belt that has been used for either navigation
or obstacle avoidance, from [128]. Bottom left: using the Miniguide.
Right: Guidecane, from [142].
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6 DISCUSSION

The significant difference in the way information is proc-
essed in the visual and tactile systems suggests that for
assistive technology one cannot simply map a visual scene
on to the skin to convey the information. One must use a
smaller subset of information and look toward different
methods to facilitate information transmission through the
tactile/haptic systems. User testing is also a difficult task as
there are several characteristics of an individual user, such
as medical condition, experience, opinions, preferences and
motivation, which can affect performance. Some of these
variables, such as motivation, have hardly been studied.

In this discussion we focus on the reciprocal benefit
between behavioral studies and the development of assis-
tive technology, issues regarding neuroplasticity and learn-
ing, and more specific issues in regard to our four major
areas of assistive technology, Braille reading, tactile
graphics, orientation and mobility.

6.1 Using Behavioral Information

Results from behavioral research with individuals who are
BVI in areas needing accommodation, such as reading,
accessing graphics, orientation and mobility provide a rig-
orously tested conceptual foundation to develop assistive
technology. Although most, if not all, developers of assistive
technology targeting the BVI population do use information
provided by behavioral research for assistive technology
design, this is often in terms of applying specific facts such
as the spatial resolution of touch. However, as our examples
in Section 4 attempted to show, translating and validating
concepts from behavioral research with BVI subjects and
general behavioral research provides us with a foundation
to construct design methodologies. Focusing on this foun-
dation would allow future designers to build on current
work rather than starting “from scratch”.

Also, there are some types of stimuli (e.g., electrotactile)
and skin target site (e.g., trunk and arm) for which design-
ers have significant interest in using but have not been well
studied behaviorally. For example, despite the fact that the
structure of the skin/subcutaneous tissue and the mecha-
noreceptors present varies significantly based on target site,
little work has examined such basic information as the tem-
poral frequency characteristics at these sites except for the
fingers. For cylindrical surfaces, such as the trunk or arm,
we are also unaware of any work examining what happens
when spatial tactile patterns are wrapped around the whole
“cylinder” rather than only on the “front” or “back”. This
would potentially provide more space for presenting infor-
mation. Finally, despite the practical advantages to creating
electrotactile arrays, there has been relatively little work in
understanding the phenomena that these devices create.

6.2 Validating Assistive Technology

Currently most assessments of assistive technology are in
terms of user performance and user acceptance for the partic-
ular prototype developed. Unfortunately this does little to
advance the field as most researchers use different testing
tasks, which makes it very difficult to compare different pro-
totypes by different researchers and draw conclusions. A
regime of tests to be used by developers of different

technology applications could alleviate this problem. How-
ever, often these prototypes have multiple differences which
make it difficult to extract generalized concepts. More stud-
ies are needed that cleanly vary different conceptual varia-
bles to provide a foundation for future design efforts.

In addition, both psychophysical and neuroimaging tech-
niques can be used to investigate the strategies utilized with
assistive technology to potentially evaluate their ease of
translation. For example, Kupers et al. [71] found that the
brain activation patterns when early blind individuals per-
form a virtual navigation task with a tactile display strongly
resembled that of sighted individuals with full vision. This
suggests that it is possible that a similar strategy is used in
both cases.

6.3 What Does Neuroplasticity Mean for Assistive
Technology?

One of the most interesting findings from the neuroimaging
literature is that the primary visual cortex only seems to be
recruited for Braille reading and other tactile discrimination
tasks in individuals who have lost their sight before age six-
teen [36]. This was used as a division between individuals
who are “early” and “late” blind. However, the division
between “early” and “late” blind used in Section 2.1 was
based on visual experience rather than plasticity and
occurred at a much earlier age. This suggests that the single
division early/late blind should not be used in studies as
multiple changes occur at multiple time points as individu-
als develop. Rather, participants in experiments should be
described in terms of age of onset of blindness and the
results related to the several developmental changes that
occur over the early years.

In addition, because the above result appears to show
that neuroplasticity is more pronounced in BVI individuals
with an onset of blindness before age sixteen, it is recom-
mended that difficult tasks, including those that use assis-
tive technology, be introduced at a young age when
possible. However, this cut-off age may not be as strict as
implied in [36] as sighted, presumably adult, Mah-Jong
experts also showed activation of the primary visual cortex
for the tactile discrimination of Mah Jong tiles and Braille
[7]. Further study is needed to determine what type of tac-
tile training at later ages can lead to usage of the primary
visual cortex and how this can benefit performance in sen-
sory substitution tasks by individuals who are BVI.

However, it is also not clear how important a role the pri-
mary visual cortex plays in task performance. Although
Sadato et al. found that task performance positively corre-
lated to the activity of the primary sensory cortex in [36],
two subjects who lost their sight after the age of sixteen per-
formed equally well to those who lost their sight before the
age of 16. These two subjects did not exhibit an increase in
activity in the primary visual cortex. Their results are posi-
tive indicators that achievement of high performance is not
necessarily restricted when neuroplasticity is more limited,
although there are possibly significant differences in the
cognitive processes involved.

Conversely, equivalent performance between the “early”
and “late” blind does not mean that the same cognitive pro-
cesses are involved. This means that changes to a task
method where equivalent performance is found, such as
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introducing assistive technology, could actually affect per-
formance very differently between the two groups. There-
fore, it is important to assess performance with any
proposed assistive technology with users of the two groups
to validate its usage with potentially different cortical proc-
essing methods.

Tactile stimulation of the relevant skin area and, possi-
bly, continuous performance of a tactile/haptic task over an
individual’s life time may also be necessary to develop and
maintain the new cortical connections. For example, the size
of the primary somatosensory cortex dedicated to the Braille
reading fingers is known to be larger in the early blind than
the sighted [47]. This seems consistent with neurophysio-
logical work in owl monkeys showing an expanded cortical
representation for skin areas which were repeatedly stimu-
lated [144]. However, subsequent repeated stimulation of
other skin areas would again dynamically change the over-
all primary somatosensory organization, including possible
losses in the aforementioned expanded areas if the previous
stimulation is no longer repeated.

Higher areas of the visual cortex appear to be multisen-
sory areas with visual, tactile, auditory and possibly other
sensory inputs. In congenitally blind cats, the areas for
somatosensory and auditory input seem to expand into the
visual areas of multisensory cortical areas in the absence of
visual inputs [145]. Auditory processing and linguistic proc-
essing, in addition to tactile processing, are known to take
over the primary visual cortex [145]. This may add further
competitors for space in these cortical areas.

6.4 Should Assistive Technology Be Designed to
Encourage and Accommodate Learning?

The observed changes to brain organization suggest that
learning and practice are an important part of adapting to
and effectively using sensory substitution. However, in addi-
tion, some behavioral differences found between individuals
who are early blind and those who are sighted or late blind
are suggested to be due to lack of exposure (i.e., lack of
opportunity to learn) rather than inherent limitations of the
early blind population. For example, Heller and his col-
leagues [56] argue that it is exposure to the rules of perspec-
tive in pictures that is important to its understanding, rather
than exposure to vision. What is the responsibility of devel-
opers of assistive technology to teach these rules rather than
provide an alternatemethod of accessing this information?

One example is when exploring locomotor space, both
sighted and late blind individuals can use an allocentric
framework whereas early blind individuals cannot. Individ-
uals who are early blind can, though, construct allocentric
frames of reference when using tactile maps. This suggests
that assistive technology providing tactile maps is essential
for these individuals when performing allocentric related
tasks in locomotor space. However, the ability of late blind
individuals to use an allocentric framework suggests that it
is not the presence of vision that is needed but exposure to
vision or, perhaps only, exposure to the rules of allocentric
frameworks. This suggests that assistive technology may be
successfully developed that uses tactile maps and other
components to train individuals who are early blind how to
construct allocentric frames of reference solely from the

environment. This would provide these individuals with
greater autonomy when tactile maps are not available.

However, what does this mean for issues such as recov-
ering the development costs of the assistive technology?
Potential users may be less motivated to purchase a device
if it is only needed for a short period of time, assuming it is
of little value. Tactile maps will likely still be desirable to
use even after individuals are able to form an allocentric
representation without a map, as is true with visual maps
with sighted users, but what about other technology? Anec-
dotal evidence from the Visual Impairment Services Outpa-
tient Rehabilitation at the Hunter Holmes McGuire VA
Medical Center suggests that this may be, for example,
problematic for obstacle avoidance technology. The few
users who have used electronic obstacle avoidance technol-
ogy in their program always transitioned later to the use of
a white cane. The electronic technology may have been criti-
cal in the learning process but it is unclear whether the users
and the rehabilitation staff appreciated its value. This has
resulted in the staff being less likely to recommend the tech-
nology to potential users.

Whether encouraging and accommodating this type of
learning is “built in” to assistive technology or not, it may
still occur with potential consequences for the long term
viability of the product. Documenting the advantage of a
particular assistive technology to the learning process
may circumvent problems with user perception about the
product’s value.

6.5 Print Information: Should Full Page Braille
Be the Goal?

Several groups, such as the National Federation of the Blind,
consider the ability to read and write Braille an important
precursor of success in education and the workplace. Braille
is thought to give the same access as the “printed word” by
allowing the user to experience the information spatially
and actively control his/her focus. Braille is also considered
essential for note-taking and helpful for studying math,
spelling and foreign languages [146]. However, current
refreshable displays are expensive and fewer than 10 per-
cent of individuals who are BVI in the United States know
Braille [8]. In addition, the number of Braille characters that
can fit on a page is significantly more limited than “print”,
which may reduce the advantage of experiencing the infor-
mation spatially.

Previously in Section 5.1, we discussed small pin-type
displays that were created to move over a page to provide
access to a “full page of Braille”. However, whether modify-
ing the presentation method can achieve reading and error
rates comparable to reading a full page of physical Braille is
not yet known. It is also worthwhile to consider another
possibility, namely, to apply what is known to be effective
about Braille reading to electronic speech generation.

Currently for electronic speech generation, speech is gen-
erated in a serial stream with no spatial component and
very few active components. The latter may be limited to
adjusting the speed of the speech and scrolling through a
list of section titles to move to different parts of the text. It
should, therefore, not be surprising that listening to text is
not as effective as actively reading visually in terms of focus
and comprehension [147]. However, speech generation
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remains a very affordable method of accessing print
information. Can current speech generation methods be
modified to incorporate the successful aspects of Braille—
namely, providing both active and spatial access?

One possibility is that instead of using physical Braille
characters, we could consider a virtual block of space on a
page to correspond to a spoken phoneme or word. A touch
screen could then be used to physically represent a refresh-
able version of the page, with the user’s fingers being tracked
to access the virtual verbal content. The speed of the reading
finger could control the rate at which the speech is spoken.
Knowledge of hand movements when reading Braille (see
Section 3.1) would be essential to ensure that speech would
only be produced from the reading finger, particularly when
reading is transferred from one finger to the other.

One potential difficulty with this method is that no tactile
feedback is provided to maintain a user’s finger on a line or
to find the next line. This could be overcome by using a tac-
tile “overlay” for the touch screen, analogous to those pro-
posed in [101], that would provide a physical guide for the
user to follow lines, and detect their beginnings and ends.
This physical tactile overlay could be combined with vibra-
tory feedback on the screen when the reading finger passes
over, for example, found search terms, or, in “editor mode”,
spelling or grammar mistakes. Having an editor mode
would also allow text to be written, as well as read, in an
accessible spatial layout. Furthermore, gestures could be
used to query about the spelling of words and other aspects
of the symbols used.

Due to the increasing number of elderly in our society,
resulting in an increasing number of individuals experienc-
ing visual problems with less motivation to learn Braille, we
believe the exploration of alternate presentation methods of
print information will only increase in importance with time.

6.6 Tactile Graphics and Spatial Acuity

The difference between the spatial acuity of touch and
vision must be considered when conveying information
normally presented visually through touch. Even if fine
visual details are applied to the skin, it does not mean that
the tactile system will be able to sense this information.
However, Millar [148] has suggested that the spatial resolu-
tion measured by passive touch, typically used to define
spatial acuity, is not necessarily the most appropriate mea-
sure for the legibility of Braille patterns. She suggests that
movement cues are also extremely important. With move-
ment, the spatial pattern can be recognized by the changing
location of each of the points on the pattern as a function of
time. This may be particularly advantageous when the tac-
tile spatial resolution is limited [149].

The question then arises: what is the appropriate spacing
of the tactile elements in a pin-array type of tactile display?
If we consider the minimum distance a point needs to
change location to be detected, as would potentially be
done with a temporal code, we find that the distance
detected can be less than 0.2 mm on the fingertip [150].
However, this is not a practical spacing for an electrome-
chanical display. One possibility is to provide a combined
electrotactile and tactile display (e.g., [24]) with the electro-
tactile display stimulating the densely arrayed receptors
near the surface of the skin and the electromechanical

display stimulating deeper receptors. Alternately, studying
what element spacing is sufficient for a user to perform
the required tasks may have less demanding requirements
than trying to match the maximum performance of the
tactile system.

The pin spacing needed is also dependent on the type of
display used. Small pin-array tactile displays which are
then moved about a virtual page can render spatial details
of the information (e.g., a graphic) by creating temporal var-
iations on the tactile elements, somewhat analogous to the
benefit of moving the exploring hand. Therefore, the move-
ment accuracy and temporal response of the display also con-
tribute to how accurately spatial details can be rendered. In
contrast, larger, stationary displays can only provide the
information spatially and, are thus limited by their pin spac-
ing. Even, if the hand moves across the display, it does not
obtainmore spatial details of the information (e.g., a graphic).

However, the ability to track lines or edges easily and
quickly on a graphic is also important as the interpretation
of detailed spatial information is primarily a serial process
involving contour following. This issue also seems to be
dependent on display type. With large, stationary displays,
users do not experience difficulty in tracking lines/edges.
When the finger is slid along this type of display, the pins
stay in contact with the finger. The temporal response of the
movement of the physical pins allows the user to easily
resolve the line/edge orientation for tracking. In contrast,
small moving displays with the same spacing usually result
in slow and difficult tracking. With the latter type of dis-
play, we have observed that most, if not all users, need to
scan back and forth across a line/edge in order to track it.
This is because there is no physical motion of the pins on
the finger and, therefore, only a brief contact with any one
point on a diagram is made. This prevents obtaining a tem-
poral response of the movement of the line/edge to determine
orientation. The lack of physical motion of the pins is also
why it is difficult to read Braille with these devices unless
modifications are made as to how the Braille is presented
(Section 5.1.2).

Further study of static and moving displays are needed
to better understand what tactile information they convey,
how users process this information, and at what resolution.
Both types of displays are fundamentally different than
using physical paper or plastic methods which provide a
continuous form rather than a discrete one. How to more
effectively convey information on these displays, particu-
larly in regard to their weaknesses, is an important
consideration for the development of effective access to
refreshable tactile graphics. It is possible that a mixed elec-
trotactile-electromechanical display, as described previ-
ously, may be beneficial in both cases.

6.7 Other Considerations in Creating Effective
Refreshable Tactile Graphics

Spatially exploring a diagram, even with multiple fingers
and both hands, is often a slow process compared to being
able to perceiving a visual picture “all at once”. However,
tactile perception also has a very rich temporal component
that has been considered for providing alerts, directions,
and locations and distances of obstacles. This component
has been applied to a much lesser degree in aiding the
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interpretation of tactile graphics. Section 4.1 gives an exam-
ple of successfully using the temporal component of a tactile
stimulus to create “textures” to improve the interpretation
of tactile graphics. Using different vibration frequencies
would also likely be an effective way to distinguish between
multiple lines in a graph in place of dotted and dashed lines,
which are difficult to interpret with the existing pin spacing
of graphics displays.

Another avenue to consider is motivated by a proposed
method to display tactile graphs by “collapsing” the y-
dimension of the graph in Cartesian space and representing
it by an auditory frequency [133]. As the user physically
scans along the x-axis, the auditory frequency gives the y-
coordinate while a tactile vibration indicates the symbol or
line type. However, another possibility, instead of tactile
vibration, is to separate different symbols or line types by
auditory timbres that include harmonics. This would allow
the natural segregation of the different timbre sounds into
streams through auditory grouping [151]. This may make
the information easier to interpret. Alternately, using tactile
timbre with tactile frequency may open up possibilities of
stream segregation in the tactile domain. We are not aware
of any research that shows that stream segregation is possi-
ble in the tactile domain. If feasible, it could provide a novel
method of temporally conveying multiple streams of infor-
mation. It could also reveal that touch shows similarities to
both vision and hearing in perceptual organization.

6.8 Consideration of Displays for Orientation
and Mobility

One of the most significant concerns when designing and
testing displays to aid with orientation and mobility is that
they will be used at the same time when a user moves from
place to place. This means that it is important to consider
the cognitive load of the other tasks when assessing perfor-
mance with the task under consideration. This is possibly
best controlled by using a standard secondary task, such as
performing mathematical calculations, to assess cognitive
load. It should also be noted that the time scales of usage
may be very different for the different tasks and may need
to potentially be mimicked. For example, feedback for
avoiding obstacles needs to be supplied quickly and contin-
uously. Navigation instructions may be supplied less fre-
quently, as long as notifications are given sufficiently in
advance before intersections. Survey map information may
be used even more infrequently and users are likely to stop
and remain stationary while they explore a map.

An important consideration for design may be to distrib-
ute the cognitive load of the tasks between multiple senses
to maximize the amount of information that can be held in
working memory (see Section 4.2). The most effective and
simplest method may be that one task (e.g., giving naviga-
tion instructions) provides feedback through audition,
while the other task (e.g., obstacle avoidance) provides feed-
back through touch. This design is also less likely to have
unexpected interactions between the feedback for the two
tasks. This may be particularly true for individuals who are
BVI as recent work suggests that audio-tactile cross-modal
interactions may be reduced in individuals who are blind
(e.g., [87]).

7 CONCLUSIONS

The history of the application of touch and haptics to assis-
tive technologies for individuals who are BVI is long and
varied. In this review, we have shown that there is a wealth
of behavioral research that is highly applicable to assistive
technology design. In a few cases, conclusions from behav-
ioral experiments have been directly applied to design with
positive results. Further controlled experiments assessing
the application of other behavioral research concepts to
assistive technology design are needed to provide a meth-
odological foundation for future designers. Neuroplasticity
in the brain and training users in cognitive concepts, as
opposed to only training a user how to use a device, are
also important aspects that need to be considered when
designing and assessing assistive technology. Both can
potentially result in considerable differences in user behav-
ior over time, and the cognitive processes involved may be
dependent on when a user has become blind.

The development of assistive technologies for individu-
als who are BVI also raises interesting behavioral questions.
For example, given practical restrictions on device design,
such as performance limitations of the technology and cost,
which aspects of these restrictions are truly important to
overcome to achieve high performance and which are not?
In general, this raises the question of what it means to pro-
vide functional equivalence as opposed to sensory equiva-
lence. In addition, when functional equivalence can be
provided by a variety of methods, both psychophysical and
neuroimaging techniques may be effective in determining
the potential ease of learning a given method. The user’s
environment, including the use of other assistive technol-
ogy, will also have an impact on the ease of use.
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